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Chapter 10.3

Symmetric Parallel Processing

Ilya Gertner and Ike Nassi
Encore Computer Corporation, Marlborough, Massachusetts

Symmetric parallel processing is one of the major techniques
in achieving efficient utilization of multiprocessors. Those tech-
niques have been realized in hardware for quite some time. In
software, on the other hand, this symmetric design has been
frequently overlooked in favor of simpler implementations. This
has resulted in performance penallties that in some cases undercut
even the reason for moving software to multiprocessor systems.
In order to support symmetric multiprocessing, software must be
symmetric at all levels, including the system kernel, run time
language support libraries, and user applications. This paper
describes our experience in implementing and using the symmetric
parallel software at several levels, including a UNIX kernel, Ada
run time, high-level debuggers, and performance monitors. Pre-
liminary experience indicates that many programming tools and
applications can be built with the symmetric model.

Introduction

YMMETRIC parallel processing is a technique for implementing par-

allel systems where none of the distinguishable components have an
identifiable serial component. All of the components run in parallel; oc-
casionally some of the components synchronize their computations with
each other when accessing shared resources. In contrast, nonsymmetric
processing such as master-slave is a technique where all computing com-
ponents (i.e., slaves) always ask for a permission from the master to per-
form computations. The master becomes the chief arbitrator, and a potential
sequential bottleneck, no matter how parallel the rest of the computation.

Copyright © 1990 by the American Institute of Aeronautics and Astronautics, Inc. All
rights reserved.
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In reality the notion of the master comes up in many environments where
resources are shared for economic reasons. We find examples of the masters
at different levels ranging from the multiprocessor hardware level where
a single bus (i.e., the master arbitrator) is shared by multiple CPUs to a
software level where users may share a high-quality laser printer (another
master) in a time-sharing environment. In all of the aforementioned cases
the final decision for accessing the shared resource is made by the master
process. There is no way to avoid using the master if we want to share
costs. ‘

Although there is no way to completely eliminate the master server, it
is extremely important to minimize the processing time of the master. In
software this is usually accomplished by postponing the request to the
master until the last possible moment. For example, one needs to reserve
the printer only when it is actually printing, and not when the printing
software is copying a file. By requesting the master too soon, one frequently
wastes resources and introduces sequential bottlenecks in the system that
could have been avoided through a symmetric design. This paper focuses
on this “postponing” of requests to the master.

Design of a symmetric shared-memory multiprocessor begins with the
design of the access to memory from all processors. There are no special
processors: All processors can access memory equally well (from the points
of view of both the user interface and response time). In addition, all
processors are equal in handling devices: Interrupts are handled according
to priority level by the first available processor; input/output (1/0) oper-
ations can be initiated by any processor. This provides the basis for a
completely symmetric environment where all user requests are balanced
against the system hardware resources. This is the main objective of the
operating system kernel and run time libraries: to provide a balance be-
tween the user workload and available system resources. No system-level
software should introduce a component that cannot satisfy those require-
ments.

Symmetric properties are often inherent in many applications. For ex-
ample, time sharing is inherently a symmetric parallel application. Multiple
users access computing resources at the same time. It can be naturally
supported on a multiprocessor. Sometimes even a single user can naturally
benefit from a multiprocessor. Consider a software development cycle: A
user iterates through the edit, compile, link, and debug steps. The edit
and compile steps typically involve multiple files. The compilation of mul-
tiple files is a naturally parallel application. In fact, today the UNIX “make”
program is the most common parallel application supported on many
multiprocessors.!-?

Inherent parallelism in an application and underlying symmetric multi-
processor hardware does not automatically ensure the best possible per-
formance. For example, bottlenecks in the file system may prevent the
previously described parallel make to scale linearly over a number of pro-
cessors that suggest the focus of this paper. How can the system software
be designed so that the degree of parallelism is limited only by the hardware
and by the nature of applications?
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Related Work

Although the topic of operating system support for multiprocessors has
received considerable attention in the literature, the issues of symmetry
have not been as widely reported. Many papers are concerned with the
hardware issues such as the way in which each processor accesses memory
or about low-level synchronization primitives.?

All of the preceding issues are unimportant or trivial on shared-memory
multiprocessors. For example, in developing the Multimax (_a shared-m;m—
ory multiprocessor), hardware was designed to support uniform, efficient
accesses to memory.* The same approach has also been extended to a
cluster of multiprocessors.” This eliminated any need for the software to
attempt to optimize local memory references. In addition, access to.sl.lared
memory became the main synchronization mechanism. It was trivial to
implement a variety of synchronization mechanisms, such as the mutual
exclusion locks, read-write locks, and messages.

Although shared-memory multiprocessors implemented with the bus and
caches may fail for some applications (in fact, given a particular cache
design, one can write a trivial program that breaks that cache), in practice,
we found most of the applications to have a 90-95% cache hit ratio. In
other cases we found techniques for changing applications to run efficiently
in this paradigm.® In our experiences those drawbacks are small compared
to the advantages of having a simple, efficient mechanism for synchroni-
zation and device handling. . ;

Other papers on multiprocessors deal with the issue of the multithreading
systems kernel, but leave out the issues of multithreading of run time
libraries and managing resources.”-® As a result, some of the layers are left
nonsymmetric, contributing to the sequential bottleneck of the total system.
It is the position of this paper that the most difficult part, and the largest
performance gain, is to make all system levels multithreaded and fully
symmetric; otherwise, we cannot claim to have a general-purpose parallel
processing system.

Multithreading vs Master-Slave

Given parallel applications (including naturally parallel time-sharing ap-
plications), the next step is to get the systems software to function properly
in the multiprocessor environment. One needs to protect access to all
shared data. There are basically two techniques for achieving this: mul-
tithreading and master-slave.

The master-slave approach is the easiest way to get programs to run on
a multiprocessor. It is typically applied to systems software that has been
implemented on a sequential machine. On a multiprocessor the systems
software can be protected from corruption (by multiple users running in
parallel and using the same software) by creating an additional layer, the
master of the system services, which controls access to that systems soft-
ware. The simplest control discipline is that of one master, which allows
one slave at a time to access the protected software.

Multithreading the systems software, albeit more difficult, is a more
efficient method of implementation. To multithread means to ensure that
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Fig. 10.3.1 Design trade-offs; master-slave vs multithreading.

multiple threads of control at the same time can execute the same program
safely. It essentially requires rewriting the systems software to protect
accesses to all shared data (Fig. 10.3.1).

The perforrqance measurements described later indicate the importance
of multithreading in the systems kernel. The class of user programs we are
con51der'mg are those that half of the time run at the user level and half
of the time at the system level. A typical example of such a program is
the C compiler, which is the most commonly used program in a time-
sharl.ng program development environment.! To simulate a multiuser load
multiple operations are then done in the background using a UNIX shell
script. The results are given in terms of the real time necessary to complete
all compilations (Fig. 10.3.2).

The results in Fig. 10.3.2 clearly point out the problem: The master-
slave kernel fails to scale beyond three processors, whereas the multi-
threaded kernel continues to scale for up to 12 processors. The anticipation
Ef thelse results provided the main motivation for multithreading the UNIX

ernel.
Multithreading a UNIX Kernel

The standard (sequential) UNIX code assumes that the kernel is never
preempted except for processing of interrupts. Hence, kernel data struc-
tures}do not need to be protected unless referenced by an interrupt routine
and if so, the data can be protected by locking out interrupts. This Is,
normally done by raising the processor priority level high enough to prevent
the type of interrupt from occurring. This protection is insufficient in mul-
tiprocessors where an arbitrary fragment of kernel code can be executed
concurrently on several processors. Simultaneous updates to the same data
structure can result in inconsistencies.
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Fig. 10.3.2 Master-slave vs multithreading performance.

Ensuring consistency in a multithreading kernel is very simple: One has
to identify all data structure references that have the potential of being
cross referenced from different processors. Then one is going to introduce
synchronizers (e.g., mutual exclusion locks, called “mutex”) around all
accesses to shared data. Having accomplished this, we have the first version
of the multithreaded kernel. The hard problems begin later when one has
to tune the performance of the kernel and debug it to be deadlock-free.

Avoiding Deadlocks

Deadlock avoidance in a kernel is a classical problem that has been
described in many textbooks on operating systems. In a multithreaded
kernel (implemented with mutex locks as described earlier), the deadlock
occurs if a task T1 accesses data structure A using a mutex lock A followed
by access to the data structure using lock B. At the same time task T2
attempts to access the data structure B followed by access to the structure
A. This is a classical case of a deadlock where some tasks are waiting for
each other’s resources (resource in this case is a data structure), but since
all are waiting, none is able to release a resource.

There are basically three approaches to avoiding such deadlocks: 1)
Change the kernel code and data structures so that at no time can a task
ask for more than one consecutive mutual lock. 2) Write a high-level
synchronization function that ensures deadlock-free acquisition of two re-
sources. 3) Introduce an ordering on the set of resources (and their as-
sociated mutex locks).

Our choice has been to proceed with the third choice. We felt that this
would minimize the amount of changes in the system kernel.

The ordering of locks corresponds to a directed acyclic graph. This im-
plies that resources can be accessed only in a certain order. For example,
one could define a kernel resource so that access to the resource A is
followed by access to the resource B. If a task accesses resource B and
then attempts to access the resource A, the kernel reports an error.
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This scheme is implemented by associating every lock with an associated
level of hierarchy (see the Appendix for the current set of values in the
header “lock.h”). The current acquired lock is stored as part of the current
task state. If the task is trying to acquire another lock, the system kernel
checks whether the lock hierarchy was violated. And, if so, the kernel
reports a fatal error (i.e., a UNIX “panic” message). In practice, this
worked surprisingly well. In three months we had a working kernel.

Performance Tuning

Having introduced locks and removed deadlocks, we had the kernel
running in parallel. Initially, we were disappointed to find out that the
“parallel” kernel ran significantly slower than the master-slave version.
We realized that much more work was needed to make the kernel run in
parallel efficiently.

Implementing an efficient kernel has always been an important issue for
any architecture. Still, on sequential architectures it was considered a lux-
ury, an afterthought, if time permitted to do some additional work. On a
multiprocessor we realized that efficient kernel is as important as correct
kernel. Otherwise, why move to a multiprocessor? Performance tuning was
clearly the next task.

One of the major decisions for every mutex is to choose between a
spinlock (busy wait) and counting semaphore (Dijkstra’s scheduling pri-
mitive). How does one choose between the two seemingly conflicting pri-
mitives? The spinlock() seems to waste processor resources, whereas the
semaphore “‘gracefully” puts a task to sleep. The performance character-
istics of the spinlock() and semaphore are also contradictory. Spinlock
requires a minimum of four instructions. In the worst case a blocking
semaphore routine call requires about a thousand instructions to put a task
A to sleep and schedule another task B that eventually wakes up task A
(directly or indirectly), which again must be scheduled and returned from
the call to the semaphore routine. Clearly, if the average time for resolving
the conflict is on the order of milliseconds, then the advice is to use sem-
aphores. If the time is on the order of tens of microseconds, then the
desired approach is to use a spinlock. It is very difficult at the design time
to decide on the optimal set of primitives.

We began with a straightforward approach: If the code looks simple
(e.g., fits in a single page), then use busy-wait; otherwise, use semaphores.
For quite some time we have been considering the idea of a combined
primitive: Spin for a while, then block. Following some experimentation
we have rejected this alternative. It turns out that OS operations are clearly
divided into two classes: data manipulation and device accesses. Device
access times are on the order of tens of milliseconds, whereas data ma-
nipulations are on the order of tens or hundreds of microseconds. Given
a process scheduling time on the order of a few milliseconds, the choice
between primitives became clear: All data manipulation should wait with
a busy lock; all device accesses should suspend.

Another design decision is the granularity of the mutex lock. What data
structure (or the code that manipulates that data structure) needs to be

! r<||
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protected? At one extreme, in order to ensure the maximum parallelism
possible, one wants lock around every access to a shared-memory location.
This allows for the programs to run in parallel at all unprotected memory
accesses. After some experimentation we have measured that this a.p.proach
would introduce a very large fixed overhead for entering apd exiting the
locks. Even a spinlock has a fixed overhead of four instructions. Since the
probability of processors clashing on accessing the same location is very
low, on average we gained a lot by locking at a much higher level. On the
other hand, one needs to remember that at the highest granularity of
locking, the symmetric kernel becomes the master-slave kernel!

A typical example of the trade-offs involved in choosing the right level
of granularity is demonstrated in the code fragment below that inserts an
element into the doubly linked list [e.g., a linked list of process control
blocks (PCBs); see Fig. 10.3.3]. In the example with fine granularlt.y the
locking routine is called two times (for the before and after element), with
coarse granularity the locking is called only once fpr the entire list. Al-
though the probability of clashes for the once-per-list lock increases, the
fixed overhead for calling lock and unlock decreases. Only by measuring
a running system with real workloads were we able to make those trade-offs.

In some cases the simple locking primitive is too restrictive. In particular,
the mutual exclusion primitive described earlier is a very strict primitive:
Only one processor at a time can be in the protected code section. This is
clearly too prohibitive for some applications. For example, in the file di-
rectory system we want a read-write lock that allows multiple rez}ders to
proceed concurrently. Many processes may need to read the same directory

List head
.l
lock lock lock lock $
List head
lock
o

Fig. 10.3.3 Granularity of locks; inserting elements in a list. Locking elements vs
locking lists.




512 I. GERTNER AND I. NASSI

control structure. On the other hand, the directories rar

. : ely change com-
%ir.ed to other opgratlgns. Read-write locks were designed for this pgurpose
1S again contributed to significant im d ili .
o 1 st g proved performance scalability of

Finally, some algorithms turned out to be ver i
/, SOI y awkward to parallelize.
In such situations one lock was followed by another lock, and anI(J)ther lock
and the system would panic (i.e., deadlock). In such cases we would sa§;
that the algorithm is not parallelizable, and we would search for higher-

Ada Run Time

Multithreading Ada Run Time

In general, concurrent programming languages have r i
t%l}?t ha;/ledchlarag:tergtics that are simi%ar tg thgose of oplc};lattilrrlzes;};iglngs

ey schedule threads of control, hav izati ide
e Bt iy e synchronization needs, and provide

A typical example is Ada, a language that uses tasking to su .
currency. Since Ada has been designedgwith portability ingmind E}z(())rr:l;ﬁgr
for Ad'a. comes with a run time library that supports tasking’. (Both for
portablhty. and historical reasons Ada was introduced on sequential pro-
cessors, with concurrency implemented at user level.)

An Ada run time system has properties similar to the UNIX kernel
_descrllbed earlier. It generally has been written with the single processor
in mind whefe only that processor is executing the run time system kIn
order to run in parallel we needed to multithread the run time systerﬁ.

Be_cause concurrency was designed in Ada from the very beginning and
thus is a primary part of the language, it is easier to make concurrent use
of Ada than many other languages. The abstract design of Adais that of
a large shared memory, with a potentially large number of tasks executing
concurrently within that shared memory. This is exactly the control model
of a shared-memory multiprocessor, and this similarity can be exploited
to the fullest in shared-memory multiprocessor implementations of Ada
It is also the case that one can achieve finer control over concurrency thari
Ic)z;g be done Wlt}ij sgme automatic approaches to concurrency, since the

rammer can define preci é
pro )g]; o ek precisely what the threads of control are and how
~ The general approach to implementing a concurrent Ada under UNIX
Is to share near}y the entire virtual address space. A set of UNIX processes
Is created that is dynamically mapped onto Ada tasks. The easiest mapp{ng
to implement 1s to allocate one UNIX process for every task. This is also
the least efficient method. Ada tasks carry significantly less context than
a UNIX process. In addition, Ada tasks communicate via rendezvous, a
}/iecgnﬁ:;.tglcted form of communication that can be implemented very ef-

A more complex but more efficient method is to allocate a certain num-
ber of UNIX processes that map to a much larger number of tasks. The
processes are allocated for the lifetime of the program. The number of
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processes is set by the run time to express the amount of parallelism that
the user wishes to exploit (i.e., it is not bound into the code of the program).

The user can thus vary the number of processes used by the program
between runs and conduct experiments to find the optimal partitioning for
various programs and input.

When the Ada run time system tries to run a task, it first sees if a process
is available to run it. If so, the process assumes the identity of the task
and executes it. If no process is available (and there is no lower priority
task that must be preempted), the task is queued on a ready queue for
execution by the next process that becomes available. In this way Ada
programs with a potentially enormous set of tasks can be written and
executed, and as processing power increases over the next few years, these
programs will automatically work on the newer, massively powerful ma-
chines without major modification (Fig. 10.3.4).

Input/Output Processing

A difference between the Ada run time system and a UNIX multipro-
cessor kernel involves the difference between UNIX processes and Ada
tasks. In general, concurrency of UNIX processes is hierarchical. The
kernel controls the sequencing of processes, and they rarely interfere with
each other, except through few, well-defined points, such as communica-
tions over pipes.

The marriage of Ada and UNIX is not without its problems, however.
For example, the Ada tasking implementation described earlier involved
a set of Ada tasks that ran on top of a set of UNIX processes. Consider
a set of tasks T1 and T2 running on top of UNIX processes P1 and P2.
Let the task T1 open a file while it is rescheduled on top of P1. Some time
later, T1, while scheduled on top of P2, attempts to read a record from
the file. The read operation fails because the process P2 has no open file
descriptor for that file. This is because P1 and P2 can share only file
descriptors that have been open during UNIX process creation time [i.e.,
UNIX fork()]. Following the creation, both processes continue on an in-
dependent execution path.

The preceding problem points to problems in the whole UNIX process
paradigm when applied to multiprocessing. In particular, the UNIX process
hierarchy does not match the model of Ada tasking. A parent process
spawns children processes and gives them a COPY of all file descriptors
(i.e., the file descriptors are not shared, but copied into the child process’s
address space). When a child gets control and allocates a new resource,
that resource is no longer shared with the other children processes (Fig.
10.3.5).

This is the problem of implementing an Ada tasking on top of UNIX
processes. This problem is not unique to Ada tasking. Any user-level
scheduler suffers from the same problem. The problem is not with this
particular implementation of Ada threads, but with the UNIX paradigm.

UNIX and other time-sharing operating systems have been designed
around the notion of protection and privacy of processes that by necessity
run on a time-shared hardware. The concern with privacy and protection
is clearly inappropriate for certain applications on a shared-memory mul-
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Fig. 10.3.4 Ada run time design alternatives under UNIX.
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Fig. 10.3.5 Ada run time I/O problem.

tiprocessor, where often it is precisely the sharing of data that is of main
interest. A parallel program that consists of a set of tightly communicating
processes (or threads) is routinely allocated to a single user.

Clearly, there is a need for a new process paradigm. The first direction
we have been experimenting with is the MACH threads model."!

MACH introduces a new structure called a task control block (TCB),
which directly addresses the machine model of the kernel. The intent is to
allow for -the existence of “lightweight” threads of control that are, in
effect, little more than virtual CPUs. These “‘threads” are the control units
scheduled by the kernel and are grouped into “tasks,” each with its own
TCB and each describing the remaining elements of the machine (memory,
I/O, etc.) for the entire set of its satellite threads.

In MACH the previously described I/O problem does not exist because
all threads point to the same set of file descriptors. Put another way, all
Ada tasks can potentially share a set of files (Fig. 10.3.6).

MACH makes the decision of sharing all resources; UNIX makes the
decision of sharing in a very special hierarchical way at the process creation
time. This seems to be an unnecessary limitation. Those limitations become
specially visible when implementing a parallel debugger. To meet those
requirements, we have been moving toward a new operating system paradigm.

Debugging Requirements

Consider the problem of an Ada debugger. The debugger wants to share
memory but does not want to share exception handlers. For example, a
floating-point exception in the application may cause the program to fail
(if the user did not provide any exception handling code), while the de-
bugger may only want to report the thread in which the exception occurred.
Some file descriptors are shared by both the debugger and application;
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Fig. 10.3.6 Mach process paradigm.

other descriptors are private to each. In summary, we need a more flexible
sharing of resources than that provided by both MACH or UNIX.

Today existing debuggers are built using the UNIX process model.!2
There the debugger is allocated a new UNIX process that uses the special
system calls to manipulate the state of the application' (Fig. 10.3.7).

Although such debuggers adequately support sequential programs, in
our experience they are very limited in a parallel environment. In fact, for
quite some time we have been working on a parallel debugger that relies
on the efficient sharing of resources.'* Our experience comes from devel-
oping Parasight, a parallel programming environment that was the major
force in defining the requirements for resource management for parallel
programs.

To effectively support Parasight, we needed a new UNIX environment
that allows one to flexibly allocate and manage resources. Some of the
resources are shared between the debugger and an application; others
remain private to each.

To support those requirements we have developed a new operating sys-
tems paradigm called nUNIX." It is built on the notion of the resource
control block (RCB), as opposed to the process control block (PCB) that
is common to many operating systems.

nUNIX partitions the existing concept of a UNIX process into a new
variable-weight process and several independent system resource descrip-
tors. It defines new primitives for manipulating those resources in order
to create a new thread of execution and to selectively manage system
resources associated with it. Different from MACH, this new UNIX variant
(nUNIX) preserves the semantics of UNIX processes by considering threads
as just another variation on processes and by retaining the existing system
interfaces to them. Resources themselves are arbitrarily sharable, or not,
by each of these new processes. Surprisingly few changes are needed to
achieve this effect, especially in comparison to the requirements of par-
allelizing the kernel itself, and the design that is offered can properly be
considered as a simple extension to UNIX (Fig. 10.3.8).

SYMMETRIC PARALLEL PROCESSING 517

File Descrilptors Signal Handlers

Fig. 10.3.7 Debugging paradigms: shared vs disjoint memory.

Once the aforementioned kernel restructuring was completed, backward
compatible programming models were implemented. Implementation of
both UNIX fork() and MACH-cthread_fork( ) be_came trivial programs
that could fit in one page. In addition, the new 1nterfac§ p'IOVldCd the
capability for flexible sharing resources. We are only beginning to learn
the power of this flexibility.

Conclusions

Symmetric hardware is only the first and the smallest building block of
a fully symmetric parallel processing system. Many layers of system sof_t-
ware need to be implemented and modified to conform to the symmetric
model. A mistake at any layer of the systems software may mtrqduce a
sequential bottleneck (i.e., nonparallelizable code fragm;:nt) that will slow-
down scalability of the parallel program and may even jeopardize all par-
allelization efforts at other layers. o . '

This paper describes our experiences in implementing a variety of such
systems-level parallel programs. They are complex parallel programs that
have been used by many users. The programs include different versions
of the UNIX kernels, parallel Ada run time systems, and high-level de-
buggers. .

In software, multithreading appears to be the most common technique
for parallelizing all systems software. This technique was the starting point
for parallelizing both the UNIX kernel and Ada run time system. It was
only a beginning. Many more issues, such as how to avoid deadlocks, how
to tune the performance of the multithreaded kernel, and how chopse the
granularity of the locks in order to optimize the overhead for calling the
locks, are emerging. _ _ ‘

Choosing the programming model for implementing Ada tasking also
involved many trade-offs, ranging from a fully shared-memory model (as
in MACH) to a completely private memory model as in standard UNIX.
Those trade-offs were further highlighted in the design of the Ada tasking
debugger that required a more flexible resource-sharing model that is not
supported by either MACH or UNIX.
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Disjoint Memory

Debugger Osp;:;gg Target Program

Debugger Target Program

Operating

System

Fig. 10.3.8 nUNIX process paradigm. Flexible allocation of resources.

Although many of the techniques developed appeared to be made on
an ad hoc, per case basis, we have identified some principles that occur
throughout all layers. Although the implementation techniques may vary,
we believe that the same set of issues will have to be addressed in other

systems. We are beginning to learn the principles of symmetric parallel
processing.
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Appendix A: Synchronization Primitives

/* spin locks */
initmplock( )
mplock( )
mpunlock()

/* binary semaphores */
initmutex( )

mutexlock( )
mutexunlock( )

/* read/write locks */
initrwlock( )
deadlock()
readunlock()
writelock( )

Appendix B: Hierarchy of Locks, a code fragment from the header.

/** Lock level 0 */

#define PM_RWLOCK 0 /* Read/write lock mutex */

#define MS_USCLOCK 0 /* Mass store device lock */

#define NET_ENETLOCK 0 /* Ethernet device structure lock */
#define TTY_AUXLOCK 0 /* Serial line aux struct lock */

#define TTY_.TABLOCK 0 /* Typeahead buffer lock */

#define NET_TCPTIMELOCK 0 /* TCP timer data lock */

#define SYSV_SEMLOCK 0 /* System V Semaphore lock (coarse) */

/** Lock level 1 */

#define TTY_DEVLOCK 1 /* Lock on serial line device regs */
#define NET_ENETCRQLOCK 1 /* Lock on Ethernet CRQ */
#define NET_MBUFLOCK 1 /* Lock of network mbuf pool */
#define NET_TCPSTATLOCK 1 /* Lock of TCP statistics */
#define NET_UDPSTATLOCK 1 /* Lock of UDP statistics */
#define NET_ICMSTATLOCK 1 /* Lock of ICMP statistics */
#define NET_IPSTATLOCK 1 /* Lock of IP statistics */

#define NET_RDPHASHLOCK 1 /* Lock of rdptable has table */
#define NET_SOCKREF 1 /* Socket reference count lock */
#define NET_CMDPOOLLOCK 1 /* eth_cmd_resp pool lock */
#define MS_TMO_QUE_LOCK 1 /* Masstore timeout message queue */
#define MS_SCANLOCK 1 /* Masstore pending command queue */
#define SYSV_IPCLOCK 1 /* System V IPC lock */

/** Lock level 2 */
#define TTY_ACILOCK 2 /* Lock on ACI service bitmask */

#define PM_WAITLOCK 2 /* Insure atomic process exit and */

1 e &
/** Maximum lock levels */
#define MPLOCK_MAX 10
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